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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission)
form the specialized system for worldwide standardization. National bodies that are members of ISO or IEC
participate in the development of International Standards through technical committees established by the
respective organization to deal with particular fields of technical activity. ISO and IEC technical committees
collaborate in fields of mutual interest. Other international organizations, governmental and non-governmental, in
liaison with ISO and IEC, also take part in the work. In the field of information technology, ISO and IEC have
established a joint technical committee, ISO/IEC JTC 1.

ISO/IEC 14496 consists of the following parts, ander the_ge
visual objects:

al title Information technology — Coding of audio-

— Part 1: Systems
— Part 2: Visual

— Part 3: Audio Q
— Part 4: Conformancetestin

3.A,3.B,3.Dto 3.F,4.B, 5B .to 5.F, 6.A and 7.A are for information only.

Due to its technical nature, this part of ISO/IEC 14496 requires a special format as several standalone electronic
files and, consequently, does not conform to some of the requirements of the ISO/IEC Directives, Part 2.
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Introduction

Overview

ISO/IEC 14496-3 (MPEG-4 Audio) is a new kind of audio standard that integrates many different types of audio
coding: natural sound with synthetic sound, low bitrate delivery with high-quality delivery, speech with music,
complex soundtracks with simple ones, and traditional content with interactive and virtual-reality content. By
standardizing individually sophisticated coding tools as well as a novel, flexible framework for audio
synchronization, mixing, and downloaded post-production, the developers of the MPEG-4 Audio standard have
created new technology for a new, interactive world of digital audio.

not target a single
, Audio is a standard
that applies to every application requiring the use of advanced sound compressian, symthesi anipulation, or
playback. The subparts that follow specify the state-of-the-art coding tools in s A 3 ever, MPEG-4
Audio is more than just the sum of its parts. As the tools described here are i i e rest of the MPEG-4

example a real-time voice communication system making use ¢ ch coding toolset—can easily
share data and development tools with other sy: tems even\in_¢ ms that use the same tool—for
example a voicemail indexing and retrieval syster S coding

The remainder of this clause gives a more detailed ies and functioning of MPEG-4 Audio
First a discussion of concepts, that have chang -2 audio standards, is presented. Then the

MPEG-4 Audio toolset is outlined.
New concepts in MPEG-4 Audio

Many concepts in MPEG-4
readers who are familiar

ake use’of MPEG-4 technology have delivery requirements that are too wide to easily
characterize with a“single \solution. Rather, what is standardized is an interface (the Delivery Multimedia
Interface Format, or DMIF; specified in ISO/IEC 14496-6:1999) that describes the capabilities of a transport
layer and the communication between transport, multiplex, and demultiplex functions in encoders and
decoders. The use of DMIF and the MPEG-4 Systems bitstream specification allows transmission functions
that are much more sophisticated than are possible with previous MPEG standards.

applications that>ean

However, LATM and LOAS were defined to provide a low overhead audio multiplex and transport mechanism
for natural audio applications, which do not require sophisticated object-based coding or other functions
provided by MPEG-4 Systems.

The following table gives an overview about the multiplex, storage and transmission formats for MPEG-4 Audio
currently available within the MPEG-4 framework:

iv © ISO/IEC 2001— All rights reserved
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Format Functionality Functionality Description
defined in: redefined in:
FlexMux ISO/IEC 14496-1:2001 (MPEG- | - Flexible multiplex scheme
= 4 Systems)
% (Normative)
g LATM ISO/IEC 14496-3:2001 - Low Overhead Audio Transport Multiplex
(MPEG-4 Audio)
(Normative)
ADIF ISO/IEC 13818-7:1997 ISO/IEC 14496-3:2001 | (MPEG-2 AAC) Audio Data Interchange
o (MPEG-2 Audio) (MPEG-4 Audio) Format,
g (Normative) (Informative) AAC only
% MP4FF ISO/IEC 14496-1:2001 - MPEG-4 Fil at
(MPEG-4 Systems)
(Normative)
ADTS ISO/IEC 13818-7:1997 ISO/IEC 14496-3:2001 a Tra sport Str
c (MPEG-2 Audio) (MPEG-4 Audio) AA
-% (Normative, Exemplarily) (Informative)
E LOAS ISO/IEC 14496-3:2001 - Verhead Audio Stream, based on
a (MPEG-4 Audio) Q ree versions are available:
|‘_£ (Normative, Exemplarily) i am()
ioSyncStream()
Q | MudioPointersStream()

© ISO/IEC 2001— Al rights reserved

To allow for a user on the remote side of a ct
MPEG-4 defines backchannel streams that

ically_control a server streaming MPEG-4 content,
action information.

PEG Audio standards have focused primarily on
igh-quality audio at whatever bitrate was required

at the low bitrates suitable for Internet, digital radio, or
ecified in MPEG-4 are the state-of-the-art tools that support

eonfigurations of that toolset specified for use in various applications.
MPEG-4 providés seve ‘ hat have no particular relationship to each other, each with a different target
function. The iles~¢ udio (subclause 1.5.2) specify which of these tools are used together for

Further, in previ EG standards, a single (perhaps multi-channel or multi-language) piece of content was
transmitted. In contrasty MPEG-4 supports a much more flexible concept of a soundtrack. Multiple tools may
be used to transmit several audio objects, and when using multiple tools together an audio composition
system is used to create a single soundtrack from the several audio substreams. User interaction, terminal
capability, and speaker configuration may be used when determining how to produce a single soundtrack from
the component objects. This capability gives MPEG-4 significant advantages in quality and flexibility when
compared to previous audio standards.

MPEG-4 provides capabilities for synthetic sound. In natural sound coding, an existing sound is
compressed by a server, transmitted and decompressed at the receiver. This type of coding is the subject of
many existing standards for sound compression. In contrast, MPEG-4 standardizes a novel paradigm in which
synthetic sound descriptions, including synthetic speech and synthetic music, are transmitted and then
synthesized into sound at the receiver. Such capabilities open up new areas of very-low-bitrate but still very-
high-quality coding.

MPEG-4 provides capabilities for Error Robustness. Improved error robustness for AAC is provided by a
set of error resilience tools. These tools reduce the perceived degradation of the decoded audio signal that is
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caused by corrupted bits in the bitstream. Improved error robustness capabilities for all coding tools are
provided through the error resilient bitstream payload syntax. This tool supports advanced channel coding
techniques, which can be adapted to the special needs of given coding tools and a given communications
channel. This error resilient bitstream payload syntax is mandatory for all error resillient object types.

The error protection tool (EP tool) provides unequal error protection (UEP) for MPEG-4 Audio in conjunction
with the error resilient bitstream payload. UEP is an efficient method to improve the error robustness of source
coding schemes. It is used by various speech and audio coding systems operating over error-prone channels
such as mobile telephone networks or Digital Audio Broadcasting (DAB). The bits of the coded signal
representation are first grouped into different classes according to their error sensitivity. Then error protection is
individually applied to the different classes, giving better protection to more sensitive bits.

e MPEG-4 provides capabilities for Scalability. Previous MPEG Audio standards provided a single bitrate,
single bandwidth toolset, with different configurations of that toolset specified for Use in>various applications.
MPEG-4 provides several bitrate and bandwidth options within a single bitstream,—providing a scalability

Capabilities
Overview of capabilities

The MPEG-4 Audio tools can be ¢ ized into al categories:

Speech tools for the transmissio codi i
Audio tools for the transmissjoh and decoding ef recordéd music and other audio soundtracks.

Synthesis tools for very low b iption_and-transmission, and terminal-side synthesis, of synthetic music
and other sounds.

MPEG-4 speech coding tools

Two types of speech coding tools are provided in MPEG-4. The natural speech tools allow the compression,
transmission, and decoding of human speech, for use in telephony, personal communication, and surveillance
applications. The synthetic speech tool provides an interface to text-to-speech synthesis systems; using synthetic
speech provides very-low-bitrate operation and built-in connection with facial animation for use in low-bitrate video
teleconferencing applications. Each of these tools will be discussed.

Natural speech coding

The MPEG-4 speech coding toolset covers the compression and decoding of natural speech sound at bitrates
ranging between 2 and 24 kbit/s. When variable bitrate coding is allowed, coding at even less than 2 kbit/s, for
example an average bitrate of 1.2 kbit/s, is also supported. Two basic speech coding techniques are used: One is a
parametric speech coding algorithm, HVXC (Harmonic Vector eXcitation Coding), for very low bit rates; and the
other is a CELP (Code Excited Linear Prediction) coding technique. The MPEG-4 speech coders target

Vi © ISO/IEC 2001— All rights reserved



ISO/IEC 14496-3:2001(E)

applications from mobile and satellite communications, to Internet telephony, to packaged media and speech
databases. It meets a wide range of requirements encompassing bitrate, functionality and sound quality, and is
specified in subparts 2 and 3.

MPEG-4 HVXC operates at fixed bitrates between 2.0 kbit/s and 4.0 kbit/s using a bitrate scalability technique. It
also operates at lower bitrates, typically 1.2-1.7 kbit/s, using a variable bitrate technique. HVXC provides
communications-quality to near-toll-quality speech in the 100-3800 Hz band at 8kHz sampling rate. HVXC also
allows independent change of speed and pitch during decoding, which is a powerful functionality for fast access to
speech databases. HVXC functionalities including 2.0-4.0 kbit/s fixed bitrate mode and 2.0 kbit/s maximum variable
bitrate mode.

Error Resilient (ER) HVXC extends operation of the variable bitrate mode to 4.0 kbit/s to allow higher quality
variable rate coding. The ER HVXC therefore provides fixed bitrate modes of 2.0 - 4.0kbit/s and a variable bitrate of
either less than 2.0kbit/s or less than 4.0kbit/s, both in scalable and non-scalable

Compression is one of the
nables the use of one basic coder in multiple

ihput signal at a lower bitrate during the non-active-voice
, MPEG-4 CELP encoding and decoding are used.

MPEG has conducted extens
the speech coding toolset.

ve verification testing in realistic listening conditions in order to prove the efficacy of

Text-to-speech interface

Text-to-speech (TTS) capability is becoming a rather common media type and plays an important role in various
multi-media application areas. For instance, by using TTS functionality, multimedia content with narration can be
easily created without recording natural speech. Before MPEG-4, however, there was no way for a multimedia
content provider to easily give instructions to an unknown TTS system. With MPEG-4 TTS Interface, a single
common interface for TTS systems is standardized. This interface allows speech information to be transmitted in
the International Phonetic Alphabet (IPA), or in a textual (written) form of any language. It is specified in subpart 6.

The MPEG-4 Hybrid/Multi-Level Scalable TTS Interface is a superset of the conventional TTS framework. This
extended TTS Interface can utilize prosodic information taken from natural speech in addition to input text and can
thus generate much higher-quality synthetic speech. The interface and its bitstream format is scalable in terms of
this added information; for example, if some parameters of prosodic information are not available, a decoder can

© ISO/IEC 2001— All rights reserved vii
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generate the missing parameters by rule. Normative algorithms for speech synthesis and text-to-phoneme
translation are not specified in MPEG-4, but to meet the goal that underlies the MPEG-4 TTS Interface, a decoder
should fully utilize all the provided information according to the user’s requirements level.

As well as an interface to Text-to-speech synthesis systems, MPEG-4 specifies a joint coding method for phonemic
information and facial animation (FA) parameters and other animation parameters (AP). Using this technique, a
single bitstream may be used to control both the Text-to-Speech Interface and the Facial Animation visual object
decoder (see ISO/IEC 14496-2 Annex C). The functionality of this extended TTS thus ranges from conventional
TTS to natural speech coding and its application areas, from simple TTS to audio presentation with TTS and
motion picture dubbing with TTS.

MPEG-4 general audio coding tools

communications). In contrast to| traditional low~detay coders based on speech coding technology the concept of
this low delay coder is b al pe i i
signals. Specifically, it is de €

capabilities for coding of 2 (§ oupd channels (multi-channel) are available within the low delay
1024 or 960 samples used in VIPEG-2/4 AAC to enable coding of general audio signals with an
algorithmic delay not . Alsp the size of the window used in the analysis and synthesis filterbank is

reduced by a facter of\2. No ing is used to avoid the “look-ahead” delay due to the block switching
decision. To reddce pre s in the case of transient signals, window shape switching is provided instead
For non-transient portions,of\the al a sine window is used, while a so-called low overlap window is used for

The MPEG-4 BSAC is used in combination with the AAC coding tools and replaces the noiseless coding of the
quantized spectral data and the scalefactors. The MPEG-4 BSAC provides fine grain scalability in steps of 1 kbit/s
per audio channel, i.e. 2 kbit/s steps for a stereo signal. One base layer bitstream and many small enhancement
layer bitstreams are used. To obtain fine step scalability, a bit-slicing scheme is applied to the quantized spectral
data. First the quantized spectral values are grouped into frequency bands. Each of these groups contains the
quantized spectral values in their binary representation. Then the bits of a group are processed in slices according
to their significance. Thus all most significant bits (MSB) of the quantized values in a group are processed first.
These bit-slices are then encoded using an arithmetic coding scheme to obtain entropy coding with minimal
redundancy. In order to implement fine grain scalability efficiently using MPEG-4 Systems tools, the fine grain
audio data can be grouped into large-step layers and these large-step layers further grouped by concatenating
large-step layers from several sub-frames. Furthermore, the configuration of the payload transmitted over an
Elementary Stream (ES) can be changed dynamically (by means of the MPEG-4 backchannel capability)
depending on the environment, such as network traffic or user interaction. This means that BSAC can allow for
real-time adjustments to the quality of service. In addition to fine grain scalablity, it can improve the quality of an

viii © ISO/IEC 2001— All rights reserved
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audio signal that is decoded from a bitstream transmitted over an error-prone channel, such as a mobile
communication networks or Digital Audio Broadcasting (DAB) channel.

Subpart 7 of MPEG-4 specifies the parametric audio coding tool MPEG-4 HILN (Harmonic and Individual Lines
plus Noise) to code non-speech signals like music at bitrates of 4 kbit/s and higher using a parametric
representation of the audio signal. The basic idea of this technique is to decompose the input signal into audio
objects which are described by appropriate source models and represented by model parameters. Object models
for sinusoids, harmonic tones, and noise are utilized in the HILN coder. HILN allows independent change of speed
and pitch during decoding. Furthermore HILN can be combined with MPEG-4 parametric speech coding (HVXC) to
form an integrated parametric coder covering a wider range of signals and bitrates.

The Parametric Audio Coding tools combine very low bitrate coding of general audio signals with the possibility of
modifying the playback speed or pitch during decoding without the need for an

of the signal.

In HILN, the frequency and amplitude parame
known from psychoacoustics. The spectral eny
modeling as known from speech coding.
consecutive frames is exploited by p

terms of frequency a
functionality by simple
with MPEG-4 Parametric

signals and bitrates. This'i

signals. Such a i switching was successfully demonstrated and the classification tool is
described in the info ive MPEG-4 standard.

The MPEG-4 toolset providing general audio synthesis capability is called MPEG-4 Structured Audio, and it is
described in subpart 5 of ISO/IEC 14496-3. MPEG-4 Structured Audio (the SA coder) provides very general
capabilities for the description of synthetic sound, and the normative creation of synthetic sound in the decoding
terminal. High-quality stereo sound can be transmitted at bitrates from 0 kbit/s (no continuous cost) to 2-3 kbit/s for
extremely expressive sound using these tools.

Rather than specify a particular method of synthesis, SA specifies a flexible language for describing methods of
synthesis. This technique allows content authors two advantages. First, the set of synthesis techniques available is
not limited to those that were envisioned as useful by the creators of the standard; any current or future method of
synthesis may be used in MPEG-4 Structured Audio. Second, the creation of synthetic sound from structured
descriptions is normative in MPEG-4, so sound created with the SA coder will sound the same on any terminal.

Synthetic audio is transmitted via a set of instrument modules that can create audio signals under the control of a
score. An instrument is a small network of signal-processing primitives that control the parametric generation of
sound according to some algorithm. Several different instruments may be transmitted and used in a single
Structured Audio bitstream. A score is a time-sequenced set of commands that invokes various instruments at
specific times to contribute their output to an overall music performance. The format for the description of

© ISO/IEC 2001— Al rights reserved ix
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instruments—SAOL, the Structured Audio Orchestra Language—and that for the description of scores—SASL, the
Structured Audio Score Language—are specified in subpart 6.

Efficient transmission of sound samples, also called wavetables, for use in sampling synthesis is accomplished by
providing interoperability with the MIDI Manufacturers Association Downloaded Sounds Level 2 (DLS-2) standard,
which is normatively referenced by the Structured Audio standard. By using the DLS-2 format, the simple and
popular technique of wavetable synthesis can be used in MPEG-4 Structured Audio soundtracks, either by itself or
in conjunction with other kinds of synthesis using the more general-purpose tools. To further enable interoperability
with existing content and authoring tools, the popular MIDI (Musical Instrument Digital Interface) control format can
be used instead of, or in addition to, scores in SASL for controlling synthesis.

Through the inclusion of compatibility with MIDI standards, MPEG-4 Structured Audio thus represents a unification
of the current technique for synthetic sound description (MIDI-based wavetable synthesis) with that of the future

(ISO/IEC 14496-1). However, smce readers interested in audio func'
overview is provided.

A traditional approach to coding w
sound source is too comp 3

represent the soundtrack as

a’simple model-based coder. However, in MPEG-4 we can
al objects: a speaking person passed through a reverberator

music using the SA tool at i ‘ mall amount of overhead (only a few hundreds of bytes as a fixed
cost) to describe the stere i the reverberation. Using MPEG-4 and an object-based approach thus
allows us to describe i th s total a bitstream that might require 64 kbit/s to transmit with traditional

sophisticated client-side interaction to be included. For example, the listener can be allowed (if the content author
desires) to request that the background music be muted. This functionality would not be possible if the music and
speech were coded into the same audio track.

With the MPEG-4 Binary Format for Scenes (BIFS), specified in MPEG-4 Systems, a subset tool called
AudioBIFS allows content authors to describe sound scenes using this object-based framework. Multiple sources
may be mixed and combined, and interactive control provided for their combination. Sample-resolution control over
mixing is provided in this method. Dynamic download of custom signal-processing routines allows the content
author to exactly request a particular, normative, digital filter, reverberator, or other effects-processing routine.
Finally, an interface to terminal-dependent methods of 3-D audio spatialisation is provided for the description of
virtual-reality and other 3-D sound material.

As AudioBIFS is part of the general BIFS specification, the same framework is used to synchronize audio and
video, audio and computer graphics, or audio with other material. Please refer to ISO/IEC 14496-1 (MPEG-4
Systems) for more information on AudioBIFS and other topics in audiovisual synchronization.

MPEG-4 Audio scalability tools

X © ISO/IEC 2001— All rights reserved
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Many of the bitstream types in MPEG-4 are scalable in one manner or another. Several types of scalability in the
standard are discussed below.

Bitrate scalability allows a bitstream to be parsed into a bitstream of lower bitrate such that the combination can still
be decoded into a meaningful signal. The bitstream parsing can occur either during transmission or in the decoder.
Scalability is available within each of the natural audio coding schemes, or by a combination of different natural
audio coding schemes.

Bandwidth scalability is a particular case of bitrate scalability, whereby part of a bitstream representing a part of the
frequency spectrum can be discarded during transmission or decoding. This is available for the CELP speech
coder, where an extension layer converts the narrow band base layer encoder into a wide band speech coder. Also
the general audio coding tools which all operate in the frequency domain offer a very flexible bandwidth control for
the different coding layers.

A subtype of decoder complexity scalability is graceful degradation,/in v dynamically monitors the
resources available, and scales down the decoding complexity (and € ality) when resources are

available resources, which one to use.

MPEG-4 Audio Upstream

The MPEG-4 upstream or backchannel allo
MPEG-4 content from a server. Backchannel strea

emote side to dynamically control the streaming
er interaction information.

MPEG-4 Audio Error robustnes

The error robustness tools ide N ormance on error-prone transmission channels. They are
comprised of codec sp

Error resilience tools for A

Several tools are provid { the—error resilience for AAC. These tools improve the perceived audio
quality of the decoded audio signa ase of corrupted bitstreams, which may occur e. g. in the presence of noisy

{06l (VCB11) extends the sectioning information of an AAC bitstream. This permits
the detection f serious errors within the spectral data of an MPEG-4 AAC bitstream. Virtual codebooks
are used to limit thefargest absolute value possible within a any scalefactor band that uses escape values.
While using to the same codebook used by codebook 11, the sixteen virtual codebooks introduced by
VCB11 provide sixteen different limitations of the spectral values belonging to the corresponding
subclause. Therefore, errors in the transmission of spectral data that result in spectral values exceeding
the indicated limit can be located and appropriately concealed.

 The Reversible Variable Length Coding tool (RVLC) replaces the Huffman and DPCM coding of the
scalefactors in an AAC bitstream. The RVLC uses symmetric codewords to enable both forward and
backward decoding of the scalefactor data. In order to have a starting point for backward decoding, the
total number of bits of the RVLC part of the bitstream is transmitted. Because of the DPCM coding of the
scalefactors, also the value of the last scalefactor is transmitted to enable backward DPCM decoding.
Since not all nodes of the RVLC code tree are used as codewords, some error detection is also possible.

e The Huffman codeword reordering (HCR) algorithm for AAC spectral data is based on the fact that some of

the codewords can be placed at known positions so that these codewords can be decoded independent of
any error within other codewords. Therefore, this algorithm avoids error propagation to those codewords,
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the so-called priority codewords (PCW). To achieve this, segments of known length are defined and those
codewords are placed at the beginning of these segments. The remaining codewords (non-priority
codewords, non-PCW) are filled into the gaps left by the PCWs using a special algorithm that minimizes
error propagation to the non-PCWs codewords. This reordering algorithm does not increase the size of
spectral data. Before applying the reordering algorithm, the PCWs are determined by sorting the
codewords according to their importance.

Error protection
The EP tool provides unequal error protection. It receives several classes of bits from the audio coding tools, and

then applies forward error correction codes (FEC) and/or cyclic redundancy codes (CRC) for each class, according
to its error sensitivity.

The error protection tool (EP tool) provides the unequal error protection (UEP) capap o.the set of ISO/IEC

14496-3 codecs. Main features of this tool are:

e providing a set of error correcting/detecting codes with wide and small-ste : - performance
and in redundancy

e providing a generic and bandwidth-efficient error protection fi covers both fixed-length

frame bitstreams and variable-length frame bitstreams

e providing a UEP configuration control with low overhead.

Error resilient bitstream reordering

dvance annel coding techniques like unequal
of the different coding tools. The basic idea is

udio S\Qt;}ream Channel

(EKO er I{) formatter :D Coding

) T

Channel

. <~
\%@0 Bitstream Channel
Decoder (,‘:' unformatter K—— Decoding

The basic principle is depicted in the figure above. A bitstream is reordered according to the error sensitivity of
single bitstream elements or even single bits. This new arranged bitstream is channel coded, transmitted and
channel decoded. Prior to audio decoding, the bitstream is rearranged to its original order. The reordered syntax,
that is the syntax of the bitstream transmitted over the channel, is defined in the corresponding subparts.

Xii © ISO/IEC 2001— All rights reserved
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Information technology — Coding of audio-visual objects —

Part 3:
Audio

Structure of this part of ISO/IEC 14496:
This part of ISO/IEC 14496 contains seven subparts:

Subpart 1: Main
Subpart 2: Speech coding — HVXC
Subpart 3: Speech coding — CELP
Subpart 4: General Audio coding (GA) — AAC| Twi
Subpart 5: Structured Audio (SA

Subpart 6: Text To Speech |

Subpart 7: Parametric Afdio

© ISO/IEC 2001— Al rights reserved 1



ISO/IEC 14496-3:2001(E)

Contents for Subpart 1

1.1
1.2
1.3

14

1.4.1
14.2
143
1.4.4
1.4.5
1.4.6
1.4.7

-—
»
Rwibo [P o

N . Y U i i W i W ik W G QY
WN =

mpbo NNNN bobad ng

WA

-
©
H

1.A1
1.A.2
1.A3

Symbols and abbreviations ...
ArithmetiC OPEIratoOrsS ........oo e sn s sssssssssssssssssssssssssssssssssnnnsnsnsnnnsnnnnnnnnnsnnnnnnnnn
oY T z= o o =T =T o
LR B 1A ToT b 1IN oY o= =1 o
L= T L AT LYY 0T o= = 1 Lo
ASSIGNMENL .......cceeeeeeeeeeeeee et rr s s s s s s nsnsmsmsmsmsmsmsmsmsmsmsmsnsnsnsnsnsnsnsnsnsnnslonnsiingnnnnnnnnnsnnnnnnnsnnnsnnnnnnann
L= .0 Lo T T o=

L0 o 153 - 1 | Y e
Method of describing bitstream syntax

Technical OVEIVIEW ... Ce S s g nmnshe e e s thgr s s Nonnnmnnnnsenssansns
MPEG-4 audio Object types........cccciiiiiiriiiiiriers s Nossses Siabge s Nans e s guaneglannnsssssmnssasssnnees
Audio profiles and levels...........ooomr e e N S S U SRRt

Interface to ISO/IEC 14496-1 (MPEG-4 Systems) .
INErOAUCHION ... s s s e r e e s arsese et hge e ee Simer s e s e e e e e e e e e ee s s e s e asnensannenennnnnnnnnnnnanann

MPEG-4 Audio transport stream
OVEIVIBW ... rrmre e sme e pEe e s sme e gt
Synchronization Layer...........ccccccverrrricibonnnns
Multiplex Layer ........ccccoceeretigrmnnnnsnnssnssnsaonenns

Error protection................\......
Overview of the tools

GeNEral INFOIMAtION .. ... iieee s ierenss s e s heensdersanssssrensssssensssssensssssenssssssenssssesssssssenssssssssnssssssnssssnensssnsennss
Tool description /..

1.B.1 Text format-.of ou

1.B.2 Example of out-of-band information

1.B.3 Example of error conc

1.B.4 Example of EP tool setting and error concealment for HVXC ..........ccoccmiiiiiiiinnninnsnnn e 81
Annex 1.C (informative) Patent statements..........ccoocoiiiiiiincc e ————_— 97
2 © ISO/IEC 2001— Al rights reserved



ISO/IEC 14496-3:2001(E)

Subpart 1: Main
1.1 Scope

ISO/IEC 14496-3 (MPEG-4 Audio) is a new kind of audio standard that integrates many different types of audio
coding: natural sound with synthetic sound, low bitrate delivery with high-quality delivery, speech with music,
complex soundtracks with simple ones, and traditional content with interactive and virtual-reality content. By
standardizing individually sophisticated coding tools as well as a novel, flexible framework for audio
synchronization, mixing, and downloaded post-production, the developers of the MPEG-4 Audio standard have
created new technology for a new, interactive world of digital audio.

dees not target a single
4 Audlo is a standard
that applies to every application requiring the use of advanced sound compressi , manlpulatlon or

MPEG-4, unlike previous audio standards created by ISO/IEC and other groups

feature of systems that depend on the MPEG-4 Audio sta
example, a real-time voice communication system making u
share data and development tools with other
example, a voicemail indexing and retrieval sy

of this part of ISO/IE
publications do not app
investigate the possibility &

nology — Coding of moving pictures and associated audio for digital storage
media at up ta abo 1 ihi Part 3: Audio

ITU-T Rec. H.222.0(4995)
and associated audio info

ISO/IEC 13818-1:2000, Information technology — Generic coding of moving pictures
ation: Systems

ISO/IEC 13818-3:1998, Information technology — Generic coding of moving pictures and associated audio
information — Part 3: Audio

ISO/IEC 13818-7:1997, Information technology — Generic coding of moving pictures and associated audio
information — Part 7: Advanced Audio Coding (AAC)

ITU-T Rec. H.223 (2001), Multiplexing protocol for low bit rate multimedia communication

MIDI Manufacturers Association, 1996, The Complete MIDI 1.0 Detailed Specification v. 96.2

MIDI Manufacturers Association, 1998, The MIDI Downloadable Sounds Specification v. 98.2
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Subpart 2: Speech coding - HVXC

2.1 Scope

MPEG-4 parametric speech coding uses Harmonic Vector eXcitation Coding (HVXC) algorithm, where harmonic
coding of LPC residual signals for voiced segments and Vector eXcitation Coding (VXC) for unvoiced segments are
employed. HVXC allows coding of speech signals at 2.0 kbps and 4.0 kbps with a scalable scheme, where 2.0
kbps decoding is possible not only using the 2.0 kbps bit-stream but also using a 4.0 kbps bit-stream. HVXC also
provides variable bit rate coding where a typical average bit-rate is around 1.2-1.7 kbit/s. Independent change of
speed and pitch during decoding is possible, which is a powerful functionality for fast data base search. The frame
length is 20 ms, and one of four different algorithmic delays, 33.5 ms, 36ms, 53.5 ms, 56 ms-can be selected.

Furthermore as an extension of HYXC, ER_HVXC object type offers error resilient sy 4.0kbit/s variable

bitrate mode.

Bitstream

O—’ Decoder
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Subpart 3: Speech Coding - CELP
3.1 Scope
3.1.1 General description of the CELP decoder

This subclause provides a brief overview of the CELP (Code Excited Linear Prediction) decoder. A basic block
diagram of the CELP decoder is given in Figure 3.1.

LPC LPC Parameter LPC Parameter
Indices > >
Decoder Interpolator
Lag - Adaptive [

Ind >
ndex Codebook | 2 <\
—»
v
Shape Fixed H\ LP Synthesis x \ost\> Output
> > »> > ;
Index 1 Codebook 1 < _I_/ Wéﬁ\ Filter Signal

Shape Fixed N

Index n Codebook n /4 (
. QCII
ator
. \&iiagram of a CELP decoder
The CELP decoder primari jtati

often include a post-filteér. Tt ita generator has an adaptive codebook to model periodic components, fixed

Y

Gain
Indices

ed using the LPC indices, then are interpolated with the filter coefficients of successive
-filter can optionally be applied in order to enhance the speech quality.

coefficients are reconstru
analysis frames. Finally, a po
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Subpart 4: General Audio Coding (GA) — AAC, TwinVQ, BSAC

4.1 Scope

The General Audio (GA) coding subpart of MPEG-4 Audio is mainly intended to be used for generic audio coding at
all but the lowest bitrates. Typically, GA encoding is used for complex music material in mono from 6 kbit/s per
channel and for stereo signals from 12 kbit/s per stereo signal up to broadcast quality audio at 64 kbit/s or more per
channel. MPEG-4 coded material can be represented either by a single set of data, like in MPEG-1 and MPEG-2
Audio, or by several subsets which allow the decoding at different quality levels, depending on the number of
subsets being available at the decoder side (bitrate scalability).

efficiency at very low bit rates. Bit rate scalability is either achieved
combination with an external (non-GA, e.g. CELP) core coder.

guantization and coding. The [Twi module for the AAC-type quantization and it is based on an
interleaved vector qua [o] ) ictive Coding) spectral estimation. It operates from 6 kbit/s/ch
and is recommended to i ith constant bitrate.

ions of the decoder are to find the description of the quantized audio
spectra in the bits 3 quantized values and other reconstruction information, reconstruct the
guantized spectra, proces ructed spectra through whatever tools are active in the bitstream in order to
arrive at the actuaks as described by the input bitstream, and finally convert the frequency domain
spectra to the t or without an optional gain control tool. Following the initial reconstruction and
scaling of the spec @nstruction, there are many optional tools that modify one or more of the spectra in

order to provide more efficient coding. For each of the optional tools that operate in the spectral domain, the option
to "pass through is retained, and in all cases where a spectral operation is omitted, the spectra at its input are
passed directly through the tool without modification.
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A

4.1.1.2 Overview of the Encoder and Decoder Tools

The input to the bitstream demultiplexer tool is the MPEG-4 GA bitstream. The demultiplexer separates the
bitstream into the parts for each tool, and provides each of the tools with the bitstream information related to that
tool.

The outputs from the bitstream demultiplexer tool are:
» The quantized (and optionally noiselessly coded) spectra represented by either
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e the sectioning information and the noiselessly coded spectra (AAC) or
e asetof indices of code vectors (TwinVQ) or
e the arithmetic model information and the noiselessly coded spectra (BSAC)
¢ The M/S decision information (optional)
e The predictor side information (optional)
e The perceptual noise substitution (PNS) information (optional)
« The intensity stereo control information and coupling channel control information (both optional)
¢ The temporal noise shaping (TNS) information (optional)
*  The filterbank control information
¢ The gain control information (optional)
* Bitrate scalability related side information (optional)

s that information,
d DPCM coded

The AAC noiseless decoding tool takes information from the bitstream demultiplexe
decodes the Huffman coded data, and reconstructs the quantized spectra and t
scalefactors.
The inputs to the noiseless decoding tool are:
e The sectioning information for the noiselessly coded spectra
e The noiselessly coded spectra
The outputs of the noiseless decoding tool are:
« The decoded integer representation of the scalefactors:
e The quantized values for the spectra

The inverse guantizer tool takes the quantized v«
scaled, reconstructed spectra. This quantizer is a n
The input to the Inverse Quantizer tool is:

e The quantized values for the spectra
The output of the inverse quantizer tool is:

erts the integer values to the non-

O

The M/S tool converts spectra pairs from Mid/Side to Left/Right under control of the M/S decision information,
improving stereo imaging quality and sometimes providing coding efficiency.
The inputs to the M/S tool are:
e The M/S decision information
e The scaled, inversely quantized spectra related to pairs of channels
The output from the M/S tool is:
e The scaled, inversely quantized spectra related to pairs of channels, after M/S decoding

Note: The scaled, inversely quantized spectra of individually coded channels are not processed by the M/S block, rather they
are passed directly through the block without modification. If the M/S block is not active, all spectra are passed through this
block unmodified.

The prediction tool reverses the prediction process carried out at the encoder. This prediction process re-inserts the
redundancy that was extracted by the prediction tool at the encoder, under the control of the predictor state
information. This tool is implemented as a second order backward adaptive predictor.
The inputs to the prediction tool are:

e The predictor state information

6 © ISO/IEC 2001— All rights reserved



ISO/IEC 14496-3:2001(E)

e The predictor side information
e The scaled, inversely quantized spectra
The output from the prediction tool is:
* The scaled, inversely quantized spectra, after prediction is applied.

Note: If the prediction is disabled, the scaled, inversely quantized spectra are passed directly through the block without
modification.

Alternatively, there is a forward adaptive long term prediction tool provided.
The inputs to the long term prediction tool are:

* The reconstructed time domain output of the decoder

e The scaled, inversely quantized spectra
The output from the long term prediction tool is:

* The scaled, inversely quantized spectra, after prediction is applied.

Note: If the prediction is disabled, the scaled, inversely quantized spectra are pas
modification.

The perceptual noise substitution (PNS) tool implements noise s
providing an efficient representation for noise-like signal componentss
The inputs to the perceptual noise substitution tool are:

* The inversely quantized spectra

» The perceptual noise substitution control infor
The output from the perceptual noise substitution tool is:

e The inversely quantized spectra

Note: If either part of this block is disabled, the scal ed spectra are passed directly through this part without
modification. If the perceptual noise substitution blo

relevant data from a depender

control information.

The inputs to the intensij
* Theinvers

{the scaled, inversely quantized spectra are passed directly through this part without
nd M/S tools are arranged so that the operation of M/S and Intensity stereo are mutually

The temporal noise shaping’(TNS) tool implements a control of the fine time structure of the coding noise. In the
encoder, the TNS process has flattened the temporal envelope of the signal to which it has been applied. In the
decoder, the inverse process is used to restore the actual temporal envelope(s), under control of the TNS
information. This is done by applying a filtering process to parts of the spectral data.
The inputs to the TNS tool are:

* Theinversely quantized spectra

* The TNS information
The output from the TNS block is:

e The inversely quantized spectra

Note: If this block is disabled, the inversely quantized spectra are passed through without modification.

The filterbank tool applies the inverse of the frequency mapping that was carried out in the encoder, as indicated by
the filterbank control information and the presence or absence of gain control information. An inverse modified
discrete cosine transform (IMDCT) is used for the filterbank tool. If the gain control tool is not used, the IMDCT
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input consists of either 1024 or 128 (depending on window_sequence spectral coefficients (if framelLengthFlag is
set to ‘0"), or of 960 or 120 spectral coefficients (if frameLengthFlag is set to ‘1’), respectively. If the gain control
tool is used, the filterbank tool is configured to use four sets of either 256 or 32 coefficients, depending of the value
of window_sequence.
The inputs to the filterbank tool are:

e The inversely quantized spectra

e The filterbank control information
The output(s) from the filterbank tool is (are):

e The time domain reconstructed audio signal(s).

Two alternative, but very similar versions of this tool are available. The version with a frame length of 960 samples,
which is not available in ISO/IEC 13818-7, allows for an integer frame length. For example at 48 kHz sampling rate,
the frame length is exactly 20 ms with this version. This is especially useful for the CELPfAAC bitrate scalability
combinations, where this allows the construction of combined CELP layer frames, whighi have a\length of a multiple
of 10 ms, and AAC enhancement layer frames. However, this feature can be used
or TwinVQ coding as well.

When present, the gain control tool applies a separate time domain gain co roI to eduency bands that
have been created by the gain control PQF filterbank in the encoder. ssembles the 4 frequency bands

and reconstructs the time waveform through the gain control tool’s fi
The inputs to the gain control tool are:
e The time domain reconstructed audio signal(s)
e The gain control information
The output(s) from the gain control tool is (are):
e The time domain reconstructed audio
If the gain control tool is not active, the time domai Signal(s) are passed directly from the
filterbank tool to the output of the decoder. This tg0l is used alable sampling rate (SSR) audio object type

only.
The spectrum normalization tool ‘eonve ~ at spectra to the actual values at the decoder._The
spectral envelope is specified 1ts, & Bark scale envelope, periodic peak components, and gain.
The input to the spectral @? i

e The reconstru

e The information g ici a\Bark scale envelope, periodic peak components and gain

look-up of the codebook and\inverse interleaving of the spectra. Quantization noise is minimized by a weighted
distortion measure at th oder instead of an adaptive bit allocation. This is an alternative to the AAC
quantization tool.
The input to the interleaved VQ tool is:

* Asetof indices of the code vector.
The output from the TwinVQ tool is:

e The reconstructed flattened spectra

The Frequency Selective Switch (FSS) tool is used to control the combination of the AAC coding layer with both,
TwinVQ, and CELP coding layer, if these are used as base layer coder in scalable configurations. In a second
function this tool is applied to control the combination of mono and stereo coding layer in scalable configurations
where both mono, and stereo coding layer are used to code a stereo input signal.

The Up-sampling Filter tool adapts the sampling rate of a CELP core coder, which can be used as base layer coder
in scalable configurations, to the sampling rate of the AAC extension layer.
The input to the Upsampling Filter tool is:

e The output of a CELP core coder running at a lower sampling rate than the AAC extension layer

8 © ISO/IEC 2001— All rights reserved



ISO/IEC 14496-3:2001(E)

The output from the Up-sampling Filter tool is:
e The up-sampled CELP core coder output, matching the sampling rate of the AAC extension layer,
transformed into the frequency domain with exactly the same frequency and time resolution as the
AAC extension layer.

The BSAC noiseless decoding tool takes information from the bitstream demultiplexer, parses that information,
decodes the Arithmetic coded data, and reconstructs the quantized spectra and the Arithmetic coded scalefactors.
The BSAC noiseless coding module is an alternative to the AAC coding module. The BSAC noiseless coding is
used to make the bitstream scalable and error resilient and further reduce the redundancy of the scalefactors and
the quantized spectrum.
The inputs to the BSAC decoding tool are

*The Arithmetic model information for the noiselessly coded spectra

*The noiselessly coded bit-sliced data
The outputs from the BSAC decoding tool are

*The decoded integer representation of the scalefactors

*The quantized value for the spectra

The virtual codebooks (VCB11) tool can extend the part of the bitstr
information. The VCB11 tool gives the opportunity to detect seri
AAC bitstream.
The input of the VCB11 tool is:
» The encoded section data using virtyal codebook
The output of the VCB11 tool is:
e The decoded sectioning informatio

that decodes the sectioning
ectral data of an MPEG-4

O D

The input of the RVLC tool is:
* The noiselessly co

The output of the RVL is:
* The decoded-in

The Huffman codewd%er g (HCR)tool can extend the part of the noiseless coding tool that decodes the
Huffman coded spéctra a. The HICR>tool is used to increase the error resilience for the spectral data within an

e The length of thé longest codeword within spectral_data
*  The length of spectral_data

The output of the HCR tool is:
* The quantized value of the spectra

4.2 Normative references

ISO/IEC 11172-3:1993, Information technology - Coding of moving pictures and associated audio for digital storage
media at up to about 1,5 Mbit/s - Part 3: Audio

ITU-T Rec.H.222.0 (1995) | ISO/IEC 13818-1:2000, Information technology - Generic coding of moving pictures and
associated audio information: Systems

ISO/IEC 13818-3:1998, Information technology - Generic coding of moving pictures and associated audio
information - Part 3: Audio

© ISO/IEC 2001— All rights reserved 9
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ISO/IEC 13818-7:1997, Information technology - Generic coding of moving pictures and associated audio
information - Part 7: Advanced Audio Coding (AAC)

@C@
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Subpart 5: Structured Audio (SA)

5.1 Scope
5.1.1 Overview of subpart

5111 Purpose

The Structured Audio toolset enables the transmission and decoding of synthetic sound effects and music by
standardising several different components. Using Structured Audio, high-quality sound can be created at
extremely low bandwidth. Typical synthetic music may be coded in this format at bitrates ranging from 0 kbps (no
continuous cost) to 2 or 3 kbps for extremely subtle coding of expressive performance using multiple instruments.

MPEG-4 does not standardise a particular set of synthesis methods, but a method for'describing synthesis
methods. Any current or future sound-synthesis method may be described in the MPEG*4

5.1.1.2 Introduction to major elements
There are five major elements to the Structured Audio toolset:

1. The Structured Audio Orchestra Language, or SAOL. S i igi gnal processing language

2. The Structured Audio Score Language, Ot . i imple score and control language which
is used in certa|n object types (see cl S e the manner in which sound-generation

transmission of ban ) >.used in wavetable synthesis and the description of simple

processing algarith
4. A normative si];d escription.\The‘scheduler is the supervisory run-time element of the Structured
S ral sound control, specified in SASL or MIDI, to real-time

events dispatched us ¢ ive sound-generation algorithms.

5. Normativ | standards, standardised externally by the MIDI Manufacturers
Association nate means of structural control which can be used in conjunction with or
|nst Itho gh Iess powerful and flexible than SASL, MIDI support in this standard provides

standard consists of a list of recognised MIDI messages and normative semantics for each.

5.2 Normative references

[DLS] MIDI Manufacturers Association , The MIDI Downloadable Sounds Specification, v. 97.1
[DLS2] MIDI Manufacturers Association , The MIDI Downloadable Sounds Specification, v. 98.2
[MIDI] MIDI Manufacturers Association , The Complete MIDI 1.0 Detailed Specification v. 96.2
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Subpart 6: Text to Speech Interface (TTSI)

6.1 Scope

This subpart of ISO/IEC 14496-3 specifies the coded representation of MPEG-4 Audio Text-to-Speech (M-TTS)
and its decoder for high quality synthesized speech and for enabling various applications. The exact synthesis
method is not a standardization issue partly because there are already various speech synthesis techniques.

This subpart of ISO/IEC 14496-3 is intended for application to M-TTS functionalities such as those for facial
animation (FA) and moving picture (MP) interoperability with a coded bitstream. The M-TTS functionalities include a
capability of utilizing prosodic information extracted from natural speech. They also mclude the applications to the
speaking device for FA tools and a dubbing device for moving pictures by utilizing lip_shape and input text
information.

much richer. In other words, TTS technology can be used as a speec
used for MP dubbing with lip shape information. In MPEG-4, commo

addition to input text and can generate much higher quality
strongly user-friendly: if some parameters of the pro od|c i
generated by utilizing preestablished rules. Thé
synthesis function to natural speech coding and its\a
those for FA and MP.
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Subpart 7: Parametric Audio Coding - HILN

7.1 Scope

The Parametric Audio Coding Subpart provides the HILN tools which complement the other natural audio coding
tools in the area of very low bit rates. Their focus is the representation of monophonic music signals with low and
intermediate content complexity in the range of 4 to 16 kbit/s. HILN enables a high grade of interactivity by implicit
support of speed and pitch change during playback and by the capability of bit rate scalability. Furthermore the
possible combination with the parametric speech coding tools HVXC allows very efficient schemes for coding
speech and music signals.
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